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Abstract

Jiniis atechnologythatallows networks of heterogeneouservicedo organisethemseleswith
little humanintervention. It providesfor fault toleranceandfor the automatictransferof driver
code,writtenin Java, whenandwhereit is needed.

Theseabilitieswill beextremelyuseful,if notessentialin alarge scaleervironmentsuchasthe
Grid.

In this project,Jini technologyis usedto sharecomputesenersusingthetaskfarmparadigm.
A standardAPI thatall computesenersmustimplementis defined.Fourimplementationsvith
differentcapabilitiesarepresentec@gswell asa selectionof clientsandhelperclasses.




2 Intr oduction

This projectaimsto useJini andJavato build a smallprototypeGrid.

The Grid is a conceptthat will provide the ability for a userto use somehigh performance
computingresourcewithout knowing exactly whereor whatit is. Onepartof The Grid will be
theuseof remotecomputatiorseners,selecteceitherby theuseror by someautomatigrocess,
basedor exampleon theamountof free processotime or on cost.

Taskfarmshave beenchoserastheexecutionmodelfor thisproject,asthey arequiteindependent
of theunderlyingparallelarchitectureandhencearesuitablefor deploymentover awide range
of architectures.

Researclhasalreadytaken placewithin EPCCon taskfarmsin Java, andit is upona previous
EPCC-SSPeportthatl have basedny work.[1] ThatprojectimplementeddPT (HitachiParallel
Tasks) aremotelyaccessibléaskfarmsystemjntendedo run Javacodeprimarily ontheHitachi
SR2201using MPI but also capableof runningon other MPI systemsandon sharedmemory
systemsOneof theideasbehindthe designwasthata client shouldbe ableto runwith minimal
codemodificationon a workstationfor initial development,on larger systemsfor testingand
finally on the Hitachi machinefor real-world usage JiniGrid attemptdo extendthisto createa
Grid.

Java provides cross-platforncompatibility betweena wide variety of platforms,by providing
abstractionsof commonsystemfacilities such as the file-system,as well as techniquesfor
transferringcodeanddatabetweerdisparatesystems.

Jiniis acollectionof classesndconceptghatenableslientsandservicesunningon a network
to discover eachotherand provides standardprotocolsfor the clients and servicesto interact
oncethey have doneso. It makesheary useof Java featuressuchasobjectserializationyemote
methodinvocation(RMI) andbytecodeportability.

New clientsandsenerscanbeaddedo a network andthey will automaticallydetecteachother
andbeableto interact,withoutthe needto install new drivers.

Jini providesmechanismsor fault tolerance.Programanustlease resourcegrom services- if
they die or aredisconnectedheleasewill eventuallyexpire andtheresourcesvill befreed.This
stopsthevariousservicesfilling up” with uselesslata.




3 A Standard API

All senersmustprovide a standardAPl, so thatthey all appeardenticalto clients. JiniGrid
seners mustprovide a serviceobjectwhich implementsthe TaskFar nSer vi ce interface.
The API classesstoredin the jinigrid.specpackage are the only classeghat all clients and
senersmusthave in common.

Theserviceobjectwill betransmittedo thelookupserviceandthenonto interestectlientsusing
objectserialization It shouldpasson callsto thecomputesener. It maydo thisin any way that
it pleaseso —oftenRMI is usedfor this purposeasno explicit codingis necessaryut theobject
is freeto usewhatever meangt careso.

The TaskFRarmServiceobject will produceon demandanotherobject which implementsthe
TaskFarminterface(below). This providesmethodgo run atask,registerto receve notification
of completeddr to finish andfreeresources.

The API also containsclassegto transferbytecodein jar files, carry information aboutthe
capabilitiesof seners suchasthe numberof processorsand the libraries that are available,
andto symboliseprogressvents(sent,if required,whena certainnumberof taskshave been
completed).

public interface TaskFarm
{
public Vector runTask(Vector tasks,
(bj ect gl obal Dat a,
String slaved ass)
t hrows Renopt eExcepti on;

public void finish() throws RenoteException;

publ i c Event Regi stration trackProgress(long duration,
Renot eEvent Li stener rel, Marshall edOoj ect key,
i nt reportEvery, bool ean sendResults)
t hrows Renot eExcepti on;




4 Sewers

SenerOne

SenerOne was the first sener that |
implemented. It was basedon the HPT
remote compute sener code previously
written at EPCC.[] That codeneededittle
modification: firstly a wrapper layer was
placedaroundit to corvert the JiniGrid API
calls to HPT calls, and secondly codewas
insertedto registerwith Jini lookup services
atthesametime asstartingup.

The API of this remote sener formed the
basis for the JiniGrid API, although was
mademoreabstract.

The Senerusesnessag@assinggeitherwith
MPI or with a multi-threaded100% Java
messagepassingsystem. It can be used
on ary architecturehat supportseither Java
threadsover multiple processorsr MPI.
Thecodeuseshe mpiJava bindingof Javato
MPI.

SenerQueue

SenerQueue takes task farm jobs and
submitstheminto thejob-queueingystenof
theEPCCLomondservice to beexecutedoy
SenerThread.

It is split into two sections. The main
section,the queuemanagerruns permanent
on Lomond front-end. Wheniit receves a
job requestfrom a client, it storesit on disk
and submitsa Worker job into the Lomond
queueing system. When this Worker is
eventually run, it connectsusing RMI to
the queuemanagerretrievesthe appropriate
job data, spavns SenerThreadto execute
the job, and sendsthe resultsback to the
gueuemanaggewhich thenforwardsthemto
theclient.

It shouldbe easyto corvert this to submit
jobs to anotherqueueingsystemor to usea
differenttaskfarmfor theactualexecutionof
thecode.

SenerThread

SenerThreads athread-basedener. It has
alower overheadhanSenerOne but cannot
beusedwherethreadsarenot supportedver
multiple processorgfor example, Beowulf
machines).

It handles internal communication using
shared/ectorobjectsoneto sendtasksto the
workersandoneto collecttheresults.

It is considerablymore light-weight than
SenerOne,but canonly be usedon JVMs
where threads will be run on multiple
processorsyith sharednemory

SenerMeta

SenerMeta provides a meta-serer, that
will take a job and distribute it amongst
other available task farms. To the client,
this appearsexactly like a normal JiniGrid
task-Brmsener.

Using this sener, the client can take
advantageof all processorsnmary different
machinessimultaneouslyeven if they have
different architectures and are running
differentsenerimplementations.

At present, tasks are distributed evenly
betweenall systems,although some form
of metric could determinethe proportions
betweereachdifferentcomponensystem.




5 A Jini-Grid Client
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This FractalViewer producesarenderingof the MandelbrotsetusingJiniGrid taskfarms.

Thisrenderings very easyto parallelizeasataskfarm: The planeto berenderectanbetrivially
brokenupinto smallrectangleswith eachrectanglerenderedhsa separatéask.

As eachtaskis completedaprogres®ventis sentto theclientandtherenderedile canbedravn
on screenmmediately— theon screenmagegraduallybuilds up overtime.

Theusermay highlightany sectionof theimageandthedisplaywill zoomin to thatregion and
recompute.

The client presentghe userwith a choiceof availablecomputeseners. The usermay choose
ary, or may chooseo usethelocal processarAt ary time duringthe useof the client, the user
may changethe selectedptionandfrom thenonthenewly selectedsenerwill beused.




6 A Grid At EPCC
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A smallGrid wasconstructecit EPCCfrom variousmachines.

Two HPC machinesandtwo normalunix hostsweresetup with theappropriatesener software.
Additionally the metaserer wasrun on oneof themachines.

Themachinesave thefollowing specifications:

BOBCAT: Beowulf-class,MPI over EthernetrunningSenerOne.

Lomond: SunE3000,sharednemory runningSenerQueue.
AmberandBeryl: SingleprocessoSunworkstationgunningSener Thread.

A clientcouldconnecto ary of thesenersindividually, or couldusethe metaserer on berylto
combinetogetheratotal of 22 processorsver all of themachines.

TheMandelbrotlientof the previousslidewasusedto provide avisualindicationof therelative
speed®f eachsener.
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